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Abstract—Sensitive personal user-data collected by Internet-of-Things (IoT) devices is vulnerable to information leaks when uploaded to third-party cloud computing infrastructures. Even though data is encrypted before being sent, to perform analyses on the received data, the computing infrastructure typically decrypts the data, and then performs computation. Therefore, during computation, data can be leaked by means of honest-but-curious system administrators. To overcome this vulnerability, homomorphic encryption enables “blind” computation directly on encrypted data, thus rendering obsolete any data leaks. However, homomorphic encryption is highly resource demanding, as it performs many compute-intensive operations during encryption, while also increasing the size of ciphertexts, which makes it unsuitable for low-powered (mobile) IoT devices. For similar reasons, performing operations on encrypted data is also a challenging task, especially when real-time decision-making is needed. In such scenarios, efficient solutions must be augmented by placing computation close to the data: at the network edge.

In this paper, we introduce privacy preserving SWAN (P²-SWAN), a homomorphic-encryption enabled mobile computing framework. Even though such encryption adds significant computational overhead, our evaluation shows that it is feasible on low-powered (mobile) IoT devices. The overhead induced on such devices is minimized due to our carefully crafted implementation. We show that performing encrypted operations achieves excellent scalability, thus only modest numbers of computing servers can handle the load for data generated by millions of devices. Furthermore, our proposed approach achieves real-time computation not only for encrypting data on mobile devices, but also for performing encrypted computation.

I. INTRODUCTION

The field of distributed sensing and monitoring is rapidly evolving. Recent estimates [1] for the number of Internet of Things (IoT) [2] devices foresee that by the year 2020 there will be up to 50 billion devices connected to the Internet. Flexible solutions for processing IoT data include cloud or fog [3] computing. Such solutions provide interfaces for storing or performing various real-time analyses for sensor-generated data. Common examples of such analyses include traffic monitoring, air-quality measurements, etc. The aforementioned applications do not handle sensitive data, thus the communication (or even the computation) need not necessarily be encrypted.

Recently, an abundance of sensors in smartphones (e.g., GPS, step-count, sound) or wearable devices (e.g., heart-rate, accelerometer) have become available to customers for keeping track of various personal data (e.g., tracking sleep, physical activity, last known location). The default behavior of such devices is that the personal user data is uploaded to (third-party) cloud infrastructures for storage and possibly for (health) monitoring and advice on how to improve fitness levels. Irrespective of the placement scheme, either on the wearable device vendor’s private infrastructure or a third-party facility, the data generated by such devices is extremely sensitive and should be only available to the owner and trusted entities (i.e., the personal doctor).

The downside with either private or public data processing infrastructures is that data owners need to trust third-party platforms or administrators. In addition, in typical IoT solutions, such as ThingSpeak [4], encryption is only provided between IoT devices and the data collector. Whenever data analysis is performed (i.e., when the user requests advice on how to train better), the data needs to be decrypted. Such data storing and processing platforms are susceptible to data leaks by means of curious administrators who can access the system and infer knowledge from the private customer data. Therefore, we argue that encryption alone is not enough for user privacy: the computation itself needs to be performed on encrypted data (which only the user or the doctor can later decrypt).

To solve this problem, and allow computation on encrypted data, the solution is homomorphic encryption [5]. This blind computation model, i.e., doing operations on encrypted data without revealing its contents, is seen as the holy grail [6] for off-loading operations to possibly untrusted infrastructures, as nothing can be inferred about what is being computed (upon). Fully homomorphic encryption [7], [8] is not feasible for current computing systems [9] as its complexity renders it impractical. Gentry et. al. [10] already presented a first approach at implementing fully homomorphic encryption. Their results range from 30 seconds to 30 minutes for a single encryption, while the public key size increases from 70 MB to 2.3 GB. Such a scheme is clearly impractical even for state-of-the-art processors, let alone low-powered IoT devices, such as smartphones or sensor boards.

However, for the IoT domain, when restricting the possible input space (i.e., to integers) and the applicable operations (i.e., to simple arithmetic operators: addition, multiplication, exponentiation), the problem becomes tractable. Such a scheme can be efficiently implemented using the Paillier cryptosystem [11]. Using our optimized implementation [12] of the Paillier cryptosystem, in this paper we study the feasibility of achieving “blind computation” for IoT-generated data in real-time decision making scenarios.
Computation on encrypted data has already been proposed for securing database systems [13], or large-scale stream processing systems [14]. Such approaches have been designed for industrial-scale, power-hungry computing platforms (clouds, clusters). However, when securing the computation on data generated by small, low-powered IoT devices, implementing such a system becomes more challenging.

First, such devices have much less computational capacity than a fully-fledged server and are battery-powered. Therefore, the encryption becomes an expensive operation, not only because it requires additional computation, but also due to its increased power consumption. Second, there are potentially many (i.e., millions) such devices, each sending messages at a possibly high frequency. As doing computation on encrypted data requires more CPU cycles on the server machines, implementing an efficient computation engine, that scales to possibly millions of clients also becomes a difficult challenge. Third, in IoT it is often important to perform real-time analysis on sensor data (i.e., patient monitoring, disaster management). Therefore, not only the encryption performed on sensors needs to have a fast response time, but also the data analysis. For this paper, we consider real-time processing to occur at a greater (or equal) rate than the data generation rate. Therefore, \textbf{real-time encryption} is achieved when the encryption rate is greater (or equal) than the sensor reading rate. Conversely, \textbf{real-time data analysis} is achieved when the processing system analyzes data at a greater (or equal) throughput than the incoming data throughput.

Even if efficient computation is achieved, an important component of real-time decision-making is minimizing network delays. Therefore, the data analysis platform should be placed as close as possible to the data-generating devices, i.e., in an edge cloud infrastructure. Our proposed solution can be applied even in setups where connectivity is restricted to only mobile (4G) networks. By placing computing capacity at the edge, i.e., on the cell towers, data generated by mobile devices can be quickly computed upon, as depicted in Figure 1.

To address these challenges, in this paper, we present P²-SWAN, a framework for performing real-time edge secure computation in third-party untrusted datacenters, while minimizing the impact of the cryptographic system on both the sensor nodes and the computation engine. Our implementation is an extension of our \textit{Sensing With Android Nodes} (SWAN) [15]–[17] platform.

Our contributions are as follows:

\begin{itemize}
  \item We show that Paillier homomorphic encryption is feasible on mobile devices;
  \item We show that the impact of homomorphic encryption on the device battery draining is minimal;
  \item We show that our system achieves real-time computation, both on mobile devices and edge cloud platforms;
  \item We show that the performance overhead of the encryption operation is negligible, while the data processing engine achieves excellent scalability, even when compared to large-scale encrypted stream computation platforms, such as [14];
  \item We extend SWAN to include homomorphic encryption and encrypted computation on sensor-generated data.
\end{itemize}

The remainder of this paper is organized as follows. In Section II we present and discuss background knowledge and related work. In Section III we discuss the design of P²-SWAN, while Section IV presents our use-cases and supported homomorphic operations. The experimental evaluation of P²-SWAN is presented and discussed in Section V, while Section VI draws the conclusions.

\section{Background and Related Work}

This section discusses the background knowledge on top of which P²-SWAN is built. We also present related approaches to our work.

\subsection{Related Work}

Fig. 1. A general edge computing scenario. Many mobile devices with sensors send sensor information over 4G to a cell-tower with a cloud data center (CDC) or directly to a cloud data center by a wired connection. The cloud data centers can run on-demand virtual machines to process sensor information. Once completed, the results are sent to a device that holds the private key.

Off-loading millions of sensors which produce a manifold of data points per second, requires high performance implementation of protocols and careful planning on where to process which part of the application. It is even more challenging to do this in a privacy preserving way. In the past decade several researchers have dealt with various security issues in low-energy ad hoc wireless networks [18], wireless sensor networks [19], as well as IoT devices [20].

One approach is to securely forward the sensor information by the networks itself. Wireless sensor networks are networks in which nodes work cooperatively to pass their data through the network to specific end-points. Using homomorphic encryption data aggregation is securely possible [21]. In this scenario, a tree structure is created with one or more data collection points. Every node in the network aggregated information from its children and send to its parents. This model
usually creates an unbalanced processing in the network, and some nodes process more than others. In addition, the network size impacts the latency when information arrives at a collection point, as every low power node collects, processes and sends new packets. Also, depending on the type of tree chosen in the network, fat trees may lead to bottlenecks in the networks. In our approach we allocate one or more virtual machines to process the data securely, lifting the computation burden from intermediate nodes, which has a lower impact on the battery life of all nodes.

Another approach is to store sensor data in a secure database, i.e., storing the encrypted values of data points, and run special queries over them to retrieve data. There are several solutions for storing and querying data securely, such as StreamForce [22] and Cryptdb [13]. These systems rely on cryptography to securely outsource data to an untrusted server or virtual machines running in cloud data centers. As opposed to StreamForce, Cryptdb allows to perform operations on single data entries, which are encrypted, using a homomorphic cryptosystem. These systems are more targeted at querying, i.e., less frequently changing data, as opposed to data stream processing. Data stream processing systems, such as the recently introduced Polystream [14], are designed for high volume, process and forget type of applications. The main focus of Polystream is access control to the data streams while here we focus on performance. Moreover, our model is different, we assume there is only one destination, i.e., the node which has the private key. Both Cryptdb and Polystream use 1024bit keys, which is strongly discouraged by [23]–[25]. All recommendations aim for at least 2048-bit encryption lower-bound security.

B. SWAN

We base our work upon SWAN [16], which is a framework for easily building context-aware applications for Android smart-phones. SWAN acts as a middleware between applications and sensors. It focuses on helping application developers by providing a high-level abstraction for accessing the sensors. It also eliminates redundancy caused by multiple sensor-based applications running in parallel by providing a centralized solution for collecting and storing sensor data locally. We also provide a flexible solution called SWAN-Fly [17], to send the sensor data to the cloud of the application developers’ choice.

Multiple applications can interact with SWAN using its domain specific language called SWAN-song [15]. The application registers a SWAN-song expression to SWAN, which evaluates the expression and sends back the result.

As an example, the following SWAN-song expression gets the current light intensity:

self@light:lux{MAX,1000ms}

where self is the location of the sensor, light is the sensor identifier, lux is the value path (sensor property that has to be read), MAX represents the history reduction mode and 1000ms represents the history window. This expression will compute the maximum of the values generated by the light sensor over the last 1000 milliseconds.

The core of SWAN is the expression evaluation service that is responsible for querying the sensors and evaluating the registered expressions whenever new sensor readings are available. It also communicates with the caller applications, which are notified upon successful evaluation of expressions.

Sensor data is gathered in SWAN by means of Android services that query various resources, such as hardware sensors (on-device sensors like GPS, accelerometer, light, battery or sensors in external devices like heart rate monitor). All sensor services run in separate processes, so if SWAN crashes for any reason, the sensor services will remain stable while the affected components recover. This prevents data from being lost. The communication between sensor services and the other components is performed using inter-process communication.

C. Cryptographic Primitives

Security and privacy are often a great concern when dealing with sensitive data. To protect against snooping adversaries, encryption facilitates privacy. Many implementations [19], [26] that do in-network aggregation or dedicated aggregation nodes assume that all nodes are trusted, even if these are virtual machines provide by a third party cloud provider. This is a potential problem, because the sensor data processed by the in-network aggregation is performed in the clear, the message is decrypted prior to aggregation. For some applications, such as open data, this might be acceptable. In other cases, such as medical sensor data, this is definitely not acceptable. Symmetric-key encryption, such as AES [27] provides security, but when using it in-network or dedicated aggregators need to decrypt, aggregate, and finally encrypt before sending the information to the end node. Homomorphic encryption can be used instead of symmetric-key encryption to overcome these problems.

Homomorphic encryption allows operations on encrypted data. Such operations are then reflected in the plaintext. This implies that nodes at the data aggregation layer are unable to see the data in the clear. Rather, they perform operations on ciphertexts. Most homomorphic cryptosystems are non deterministic, i.e., for encryption of a plaintext \( m \) there are many possible ciphertexts. This also means that the plaintext is shorter than the resulting ciphertext. This property makes the homomorphic encryption schemes resistant against dictionary attacks. In this paper we implement the Paillier homomorphic cryptosystem [11]. The Paillier cryptosystem is an additive homomorphic system, which allows additions and multiplications on ciphertexts. The Paillier cryptosystem has two variants: the main, and the subgroup variant. The notable difference is that the private key of the subgroup variant is smaller, which allows for faster decryption. In this paper we implement the subgroup variant using a smaller decryption key while having the same security. The subgroup variant works as follows:

**Key Generation:** Let \( N \) be a RSA modulus \( N = p \cdot q \), where \( p \) and \( q \) are large prime integers. Let \( \lambda = \text{lcm}(p - 1, q - 1) \)
and choose $\alpha$ such that it divides $\lambda$. Let $h \in \mathbb{Z}_{N^2}^*$ such that it has maximal order of $\alpha N$, and $g \equiv h^{\frac{1}{\alpha}} \pmod{N^2}$. The public key is $(g, N)$, and the private key is $\alpha$.

**Encryption:** To encrypt a message $m \in \mathbb{Z}_N^*$, we randomly choose $r \in \mathbb{Z}_N^*$ and compute the ciphertext $c \equiv g^{m+rN} \pmod{N^2}$.

**Decryption:** The decryption of $c$ is defined as $L(c) = \left\{ \frac{L(u)}{g^{uN}} \right\} (\pmod{N})$. The $L(u)$ function is defined as $\frac{u-1}{N}$ and takes input of $S_N = \{u < N^2 | u \equiv 1 \pmod{N}\}$

The Paillier cryptosystem holds the following additive homomorphic properties:

$$\forall m_1, m_2 \in \mathbb{Z} \text{ and } k \in \mathbb{N}$$

$$D(E(m_1) \cdot E(m_2)) \pmod{N^2}) = m_1 + m_2 \pmod{N}$$

$$D(E(m_2) \cdot g^{m_2}) \pmod{N^2}) = m_1 \cdot m_2 \pmod{N}$$

$$D(E(M_i)^k) \pmod{N^2}) = km \pmod{N}$$

III. DESIGN

A. Architecture

In this section we describe the security model of our introduced system as well as the threat model. The scenario from Figure 1 presents our working assumptions and overall system model. $P^2$-SWAN is composed of three layers (Figure 2) 1) sensing nodes generate data and forward it to the Cloud/Fog computation layer; 2) the data processing engine where the operations are performed on the sensor data; 3) the result is forwarded to the device with the private key, which can decrypt the result. Here we assume that the decryption device is a low power device, such as a smartphone or a sensor node.

The main goal of $P^2$-SWAN is to handle a scenario where information processing can be securely offloaded to an untrusted middle layer. Hence, $P^2$-SWAN guarantees the confidentiality of data that flows from the sensing nodes to the decryption device. Although $P^2$-SWAN protects data confidentiality, it does not ensure the integrity, or computation completeness of the results returned by the data processing engine. For example, $P^2$-SWAN does not protect against an adversary that could compromise the system, which runs the data processing machine and modify the cipher texts (by applying new homomorphic operations). Another example is a malicious administrator that stops all processes and connections, effectively halting the data processing. We continue by describing the threat model and security guarantees addressed by $P^2$-SWAN under those threat models.

B. Threat: System Compromise

In this threat model, the data processing engine protects against a curious system administrator or external adversary with full access to the system. Here, the goal is to have data confidentiality, but not integrity or availability. The adversary is assumed to be passive and to want to learn the contents of confidential data. In addition, the adversary does not perform any changes to protocols and processing of data. However, the adversary has full access to the physical machine, software, memory contents and applications running on the system. This is also known as the semi-honest model [28]. Here, we assume that the adversary has full control over the untrusted edge datacenter system but not over the $P^2$-SWAN devices. This threat model is increasingly important as the use of public cloud resources and outsourcing is growing.

C. Approach and Guarantees

$P^2$-SWAN aims to protect data confidentiality against a semi-honest adversary by processing the data encrypted with homomorphic encryption. $P^2$-SWAN devices first encrypt sensor data prior to sending it to the data processing engine. Our approach is to allow the data processing engine to perform processing on encrypted data as it would on unencrypted data, by enabling it to compute certain functions, such as addition and multiplication. For example, one can compute the arithmetic mean $\frac{1}{n} \sum_{i=1}^{n} a_i$ of all $n$ sensor values, in which the sum, $s$ is processed homomorphically. The produced value $s$ together with $n$ is sent to a device that holds the private key. The device then decrypts $s$ and multiplies the result with $\frac{1}{n}$. This result produces the arithmetic mean. The only information that the data processing engine reveals is the number of sensor data points, not its contents. In addition, the data processing engine does not hold private keys, and uses the public value of $N^2$ to processes data. Hence, this guarantees data confidentiality.

D. Implementation

1) Mobile Devices - Encryption Manager: $P^2$-SWAN in the mobile device is an extension of our SWAN framework. Mobile applications can register expressions to SWAN to gather various sensor data. The extended SWAN-Song language [17] allows the developer to easily create sensor based expressions that can be used to send the sensor data to the edge cloud. The sensor data gathered can be raw (e.g., current sound level) or processed (e.g., average sound level data over a period of 5 minutes). The evaluation engine is responsible for processing the sensor data. After processing, it sends the data to the encryption manager. The encryption manager supports both AES and Paillier cryptosystems. The AES encryption is enabled using a standard cypher library. In case of homomorphic encryption, we use the Paillier cryptosystem.

To improve the Paillier cryptosystem on mobile devices, we apply the following two techniques from our earlier work [12]: pre-computation and simultaneous multi-exponentiation. Using these techniques we reduce the encryption of message $m$ with random number $r$ from $g^{m+rN} \pmod{N^2}$ to $g^m(g^N)^r \pmod{N^2}$ with $g^N$ pre-computed. This transforms the computation problem from an exponentiation with a large number of bits, i.e., $rN$ to a multi-exponentiation $g^m \cdot (g^N)^r$, with fewer bits. Here we pre-compute a table with $2^{2k}$ entries holding different pre-computed exponentiations, see Table I.
To compute the simultaneous multi-exponentiation, we align both exponents $r$ and $m$ on the least significant bit, and divide both exponents in respectively $\lceil\frac{|m|}{k}\rceil$ and $\lceil\frac{|r|}{k}\rceil$ chunks, with $|m|$ and $|r|$ being the length in bits, and compute the following: For each chunk we raise the intermediate result to $2^k$ and use the chunks from both as an index to Table I, and multiply by that value. In case of the number of bits $m$ being shorter than $r$, i.e., there are no chunks left for an index, we use 0 for all $k$ bits. By using the pre-computation we save at most $\frac{|m||r|}{k} \cdot (k - 1)$ multiplication as opposed to standard modular exponentiation, i.e., where it deals only with chunks of $k = 1$. This method for exponentiation is also called $2^k$-ary method [29], which we extended to simultaneous multi-exponentiation.

2) Mobile Devices - Cloud Manager: The encryption manager sends the data to the cloud manager. The cloud manager is responsible for sending the encrypted data from the phone to the cloud data center at the edge of the network (edge cloud). Apart from the REST support, we use a WebSocket connection from the phone to the cloud data center at the edge of the network (edge cloud). For our implementation, we use the Paillier [11] cryptosystem. The limitation that this system entails is that it only permits simple arithmetic operations: additions and multiplications. Although this restricts the generality of our proposed solution, there are many sensing applications that can be modeled using these operations. Typically, sensor generated data is represented by numerical (integer) values.

3) Edge Cloud - Data Processing Manager: In the (untrusted) edge cloud a process called the data processing manager implements the following functionality. First, it receives encrypted data from the mobile devices and stores it into a query-able store (i.e. ThingSpeak [4]). Second, it receives requests from applications to perform homomorphic operations on (parts of) the data (i.e. data that has been received in the previous $N$ seconds, or the last $M$ received values, etc.). Third, it spawns off a number of data processing workers which carry out the requested homomorphic operations. Finally, when the computation has finished, and the result is received from the workers, the manager either stores the result, or sends it to any device that requests it (this could be the device that runs the application that initiated the homomorphic computation, or other devices). Here, we could enforce an authentication mechanism, such that only accepted devices can request results, but in practice this may not be necessary because for decrypting results the homomorphic key is needed.

4) Edge Cloud - Data Processing Worker: Depending on the type of homomorphic computation applied to the data and on the data volume on which the computation is to be performed, the data processing manager spawns off a number of data processing workers. To decide how many worker nodes are to be spawned we refer the reader to Section V where a detailed evaluation of the system throughput is presented.

The workers carry out the computation in a distributed fashion, splitting the input equally among them. Then, each worker performs the operations on its input data. Depending on the application type, an intermediate reduction phase may be needed to combine the result from each worker. The results are then sent to the manager.

IV. SUPPORTED OPERATIONS & USE-CASES

For our implementation, we use the Paillier [11] cryptosystem. The limitation that this system entails is that it only permits simple arithmetic operations: additions and multiplications. Although this restricts the generality of our proposed solution, there are many sensing applications that can be modeled using these operations. Typically, sensor generated data is represented by numerical (integer) values.

Therefore, applications can compute sums over ranges of values, or averages. This could be achieved over large historical data generated by one or many devices, or in a streaming fashion, using a time-window. Such time-based analyses could...
be used for computing trends in user-specific activities and then detect anomalies for health care. For example, if for the last five minutes, the user heart-rate is elevated, but also the accelerometer sensor indicates significant movement, it could be inferred that the user is training. However, if for the last five minutes the user’s heart-rate is unusually high (or low) without any indication of physical activity, it could be inferred that a serious medical emergency is taking place.

An example of smoothing out error is high resolution toxic emissions sensing with IoT devices. To measure the impact of emissions in the environment, many sensors have to be employed to get a high resolution. Such emission measuring sensors have low accuracy (i.e., $\%5$ accuracy). To smooth out errors and outliers in the readings, we can apply a Gaussian kernel over neighboring sensors. Equation 1 shows an example of a Gaussian smoothing kernel. Using Gaussian convolutions we can easily generate more accurate locality-based readings, such as heat maps.

$$\begin{bmatrix} 1 & 2 & 1 \\ 2 & 5 & 2 \\ 1 & 2 & 1 \end{bmatrix}$$

(1)

Here $a_{k,l}$ is the value of the Gaussian kernel at the $k$ row and the $l$ column. The value $v_{i,j}$ represents the value of sensor value for the coordinate $(i,j)$. Computing a $3 \times 3$ Gaussian kernel using a homomorphic cryptosystem is achieved as follows:

$$\rho_{i,j} \leftarrow M \cdot \left( \sum_{k=-1}^{1} \sum_{l=-1}^{1} v_{i+k,j+l} \cdot a_{k,l} \right) = M \cdot D \left( \prod_{k=-1}^{1} \prod_{l=-1}^{1} E(v_{i+k,j+l})^{a_{k,l}} \right)$$

(2)

With:

$$M = \frac{1}{\sum_{k=-1}^{1} \sum_{l=-1}^{1} a_{k,l}}$$

We distribute computation over the parties as follows. The encryption of $E(v_{i,j})$ is done by each sensor node. The computation of Gaussian kernel $\sum \sum v_{i+k,j+l} a_{k,l}$ is done by the data processing manager, which to the equivalent to $\prod \prod (E(v_{i,j})^{a_{k,l}}$ using homorphic encryption. Here we assume that the values of the Gaussian kernel $a_{i,j}$ and the kernel itself are public knowledge. The result Gaussian kernel is stored in $\rho_{i,j}$ and can be used to generate image or a heat map.

V. EVALUATION

In this section we present our experimental evaluation for the $P^2$-SWAN system. We first show how much overhead is generated by homomorphic encryption on low-power devices. Our evaluation presents power consumption and performance overheads of homomorphic encryption. We also evaluate whether our implementation achieves real-time encryption on such devices.

On the edge cloud side, we measure how scalable the platform is when running the applications that perform encrypted operations. We also assess if our proposed solution achieves real-time response times. For the purpose of this paper, we evaluate two applications:

- **Computing Sums/Averages:** The edge cloud receives encrypted values from a million devices. The computing infrastructure performs the homomorphic addition on the encrypted data and sends back the result to the device that can decrypt the result.

- **Gaussian Smoothing Kernel:** The edge cloud receives encrypted values from a million devices. The computing infrastructure performs the homomorphic Gaussian Kernel convolution on the encrypted data and sends back the result to the device that can decrypt the result.

For all applications and benchmarks we use a modulus $|N| = 2048$ bits, and private key of $|\alpha| = 320$ bits. Hence, performance of the decryption is significantly higher than the encryption, since the decryption is in the subgroup variant, i.e., 2048 bits as opposed to the decryption 320 bits.

---

**A. Mobile Platform**

We evaluate the mobile platform with the following 5 devices:

- **LG Nexus 5** with 2.26 GHz quad-core Qualcomm Krait 400 ARMv7 cortex A9 32bit, 2 GB LPDDR3-1600 RAM running Android version 6.0.1
TABLE II
HOMOMORPHIC ENCRYPTION (2048 BIT) PERFORMANCE ON NEXUS 5 WHEN RUNNING CONTINUOUSLY FOR 5 MINUTES.

<table>
<thead>
<tr>
<th>#Threads</th>
<th>Encryption Time (ms)</th>
<th>Throughput (encryptions/sec)</th>
<th>Average Power (mW)</th>
<th>Total Energy (mWh)</th>
<th>CPU Load (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42.71</td>
<td>22.7</td>
<td>2881.89</td>
<td>240.15</td>
<td>24.56</td>
</tr>
<tr>
<td>2</td>
<td>55.02</td>
<td>31.14</td>
<td>2998.77</td>
<td>249.89</td>
<td>33.55</td>
</tr>
<tr>
<td>3</td>
<td>69.09</td>
<td>37.5</td>
<td>3002.74</td>
<td>250.22</td>
<td>40.42</td>
</tr>
<tr>
<td>4</td>
<td>75.11</td>
<td>46.68</td>
<td>4043.63</td>
<td>336.91</td>
<td>53.33</td>
</tr>
</tbody>
</table>

- Raspberry Pi 1 model B (RPi 1), 700 MHz BCM 2835 ARMv7 cortex A9 32bit, 256 MB LPDDR2 400MHz RAM running Linux 3.6.11
- Raspberry Pi 2 model B (RPi 2), 900 MHZ quad core BCM2836 ARMv7 cortex A7 32bit, 1 GB of LPDDR RAM running Linux 4.4.34.
- Raspberry Pi 3 model B (RPi 3), 1.2 GHz quad core BCM2837 ARMv8 cortex A53 64-bit, 1 GB 900 MHz LPDDR2 RAM running Linux 4.4.34 (32-bit mode).
- Scaleway C1 (SC 1), 1.333 GHz quad core Armada 370/XP ARMv7 cortex A9 32bit, 2 GB unknown RAM running Linux 3.16.0.

The Nexus 5 is connected to a Wi-Fi router for sending encrypted data to the edge cluster. We keep the device in airplane mode and screen off while running our experiments. We also uninstall or disable other applications running in the phone. The energy consumption and the CPU load is measured using Trepn Profiler [30] tool. The other devices have a wired connection. The devices are currently not considered high-end mobile devices, but rather low to mid range devices.

B. Untrusted Edge Platform

To emulate the untrusted edge computing infrastructure we have used our local DAS-5 [31] cluster. DAS-5 consists of 68 nodes equipped with dual 8-core Intel E5-2630v3 CPUs and 64GB memory. The nodes are interconnected by two networks: an 1Gbps Ethernet, and an 54 Gbps FDR InfiniBand. For all our experiments we have used the latter.

C. Mobile Phone Experiments: Encryption Performance

In this section we present our results for running homomorphic encryption on the low-power devices. On the Nexus 5 phone, we measured not only the encryption performance, but also the energy consumption. On the other devices, we only measured the encryption performance and conducted a real-time capability study.

Table II shows the performance measurement on the Nexus 5 device. We run the experiment using 1, 2, 3 and 4 threads, while the sensor data is continuously sampled for encryption. We note that the encryption time is only 42 milliseconds when running 1 thread. In comparison, the Polystream [14] (whose source code is not available for implementation comparison) reports 70 milliseconds for homomorphic encryption on cloud virtual machines. This shows that our implementation achieves better performance even when run on a low-power device.

After increasing the number of threads, the encryption time increases due to contention. However, the throughput is more than 2 times higher when running 4 threads compared to 1 thread. The throughput for 1 thread is 22.7 encryption operations in one second. It is important to notice the implication: any sensor data with a frequency lower than 22
Hz can be processed in real time using 1 thread. We show that the normalized (utilization with respect to the maximum CPU frequency) CPU load percentage scales up linearly. We also measure the average power consumption: when running with maximum CPU utilization (4 cores) and maximum data transfer to the edge cloud, the battery drain is approximately 2 hours.

P^2-SWAN in the phone can do local aggregations (e.g., average, maximum, minimum etc.) on the sensor data over a time window. When the time window increases, the frequency of encryption and data transfer to the edge cloud decreases. For example, if a mobile application sends the average sound sensor value over a period 10 seconds, the evaluation engine in P^2-SWAN will keep evaluating the average measurement for a time window of 10 seconds. Then, at each 10 second interval, it sends the result to the encryption manager. The manager encrypts data every 10 seconds and sends it to the edge cloud. Every output data after homomorphic encryption is of the size 421 bytes. By increasing the time window, we minimize the data transfer cost and the CPU load (for encryption), therefore decreasing the energy consumption. Figure 3 shows the CPU load and the battery drain at various encryption frequencies. We notice that using a time window of 5 seconds leads to 26 hours of battery life and a low CPU load of 2%.

Figure 4 shows our real-time evaluation study. We have run our implementation of homomorphic encryption on 5 low-power devices: RPi 1, RPi 2, RPi 3, Scaleway SC 1, and Nexus 5. All devices except the RPi 1 have 4 cores, thus, they can encrypt data in parallel on up to 4 threads. Based on the encryption throughput achieved, we computed the minimum delay at which the devices can poll sensors, encrypt their data and still achieve real-time encryption.

We notice that for RPi 1, if the sensor data is sampled less often than 220 ms we can achieve real-time encryption. For the RPi 2 (with 1 thread), the real-time delay is also slightly large: approximately 150 ms. For all other devices (irrespective of the numbers of threads used), the delay for which we can achieve real-time is lower than 100 ms. Furthermore, for all devices, when running with 3-4 threads for performing encryption, real-time is achieved for delays lower than 50 ms.

This result ensures that our implementation achieves real-time encryption for low-power devices. Usually, IoT devices do not poll sensors continuously. They operate in the following way: (1) poll sensors; (2) send data; (3) sleep for a predetermined amount of time to save battery. Our results show that if the sleeping time is lower than 50-100 ms, real-time encryption is achieved. Conversely, even if the sleeping time is smaller than this amount of time, P^2-SWAN helps in achieving real-time by performing local aggregations.

D. Untrusted Edge Platform Experiments

In this section we present our results running the two proposed applications (1) Computing Sums/Averages, and (2) Gaussian Smoothing Kernel on the untrusted edge platform. Our envisioned setup is straightforward: we assume that we need to run the two applications on 1 million encrypted numbers. This large number of entries could enter the system in multiple ways: (1) either one million devices send an encrypted value; (2) one device sent a million entries over a period of time; or, (3) a combination of (1) and (2).

Therefore, our evaluation assesses the scalability of our data processing platform when faced with a large-scale load. Also, we want to check whether the computation over 1 million entries can be realized in real-time.

Figure 5 shows the scalability behavior (Figure 5a) and the throughput (Figure 5b) of the Computing Sums/Averages application when run only on one data processing worker. As the nodes in our cluster have 16 cores, we run the computation on 1-2-4-8-16 cores. We notice that when gradually increasing the number of worker threads, the speedup is not perfect. The explanation for this behavior is twofold.

First, on one core, the algorithm is running in a sequential fashion, multiplying 4096-bit numbers while also applying a modulo operator on the result. When running on larger numbers of cores, the input is equally split between the workers, but we also need a reduction phase to combine the intermediate values computed by each thread. When the number worker threads increases, the reduction phase takes more steps.

Second, our nodes are equipped with two CPUs, each having 8 cores. The two CPUs are organized into two NUMA nodes. When the data gets copied into the node’s memory, it gets bound to the memory of only one NUMA node. When running on more than 8 cores, the second NUMA
node performs slower memory accesses through the QPI, thus slowing down the computation. Furthermore, the Computing Sums/Averages algorithm is memory-bound: to compute one homomorphic addition, two (4096 bit) loads and one store from/to memory are performed, while there are only two operations applied: a multiplication and a modulo operation. Combined with the cross-QPI memory accesses, this leads to less than perfect scaling behavior.

However, the throughput results are encouraging. We notice that when running at full compute capacity (16 cores per node), we reach a throughput of approximately 2 million operations per second. This means that the 1 million entries are computed upon in approximately 0.5 seconds. Assuming that the data processing manager receives 1 million messages per second from sensors, we believe that this result ensures real-time computation with only one data processing worker. Therefore, for larger inputs (i.e., given by greater numbers of encrypting devices) it is straightforward to scale the computation on higher numbers of processing workers, and maintain real-time computation.

Figure 6 shows the vertical scalability behavior of the Gaussian Smoothing Kernel application. In Figure 6a we plot the speedup achieved when gradually increasing the number of worker threads, while in Figure 6b we plot the achieved throughput for the number of Gaussian smoothing operations. First, we notice that the speedup achieved is better than the one for Computing Sums/Averages application. The explanation for this behavior is twofold.

First, it is important to notice that the Gaussian Smoothing Kernel application does not need a reduction step when increasing the number of worker threads. This is because the end result is computed for a per-value basis (i.e., for each input value, we have an output value), rather than having just an output value for the entire input. Therefore, there is no need for communication between the worker threads.

Second, the Gaussian kernel is CPU-bound, rather than memory-bound. To compute each output value, we perform $9 + 9$ memory loads and 1 store. However, the number of operations applied to get each output value is larger: we perform 9 exponentiations, 9 multiplications, and for each of these 1 modulo operation. This leads to 36 operations in total, making the computation CPU-bound, as its arithmetic intensity is $> 1$.

When analyzing the throughput of the Gaussian kernel operations, we notice that we can only compute at most 120,000 smoothing operations per second on one node. This is, however, expected, because as we showed earlier, for each Gaussian smoothing operation, we actually apply 36 arithmetic operations. In conclusion, we cannot reach real-time computation for the Gaussian Smoothing Kernel application on only one data processing worker.

The solution for achieving better performance is to scale out the algorithm by adding multiple data processing workers. Figure 7 presents our horizontal scaling results: Figure 7a plots the achieved speedup when gradually increasing the number of compute nodes; conversely, Figure 7b presents the achieved throughput. When running these experiments, on each data processing worker we used the configuration that gave the most performance in the single-node setup: each worker runs 16 threads. When performing the experiments on 1-2-4-8-16 workers, we scale out to a total of 256 cores.

When analyzing the results, we notice that the achieved speedup is almost perfect. This is explicable, as the problem is embarrassingly parallel: each node performs the Gaussian smoothing operation on its own partition of the data and there is no need for communication. There is indeed an overlap between workers, as each of them operates on a sub-matrix and when computing the Gaussian values for the top and bottom rows, each node needs values from its adjacent sub-matrices. However, this is solved when the data is initially passed to the workers: each gets, at the beginning, its corresponding extra row. The slight degradation in speedup is explained by the extra-communication time needed in the beginning: when broadcasting data to increasing numbers of nodes, more messages need to be passed. This extra added time is, however, negligible, compared to the number of operations performed.

Figure 7b shows that, with 16 data processing workers, we can process approximately 2 million Gaussian smoothing operations per second. Therefore, processing the 1 million encrypted values input takes approximately 0.5 seconds. Assuming that the data processing manager receives 1 million messages per second from sensors, using only 16 workers, we achieve real-time computation for the Gaussian Smoothing Kernel application. If the rate at which the data processing
manager receives messages from sensors increases, to maintain real-time computation, the number of data processing workers needs to be scaled proportionally.

VI. CONCLUSION

Typically, while IoT sensors do encrypt their data before transmission, the computational analysis performed on such data is made after decryption. Therefore, IoT ecosystems are prone to data leaks during the data analysis process. To overcome this vulnerability, in this paper we introduced \( P^2 \)-SWAN, a homomorphic encryption enabled mobile computing framework. \( P^2 \)-SWAN is composed of two parts: (1) it runs on low-power devices that poll sensors (e.g., mobile phones, ARM-based sensor boards) and (2) untrusted edge (cloud) platforms. On the low-power devices it performs efficient encryption of data readings from sensors, while on the edge platforms it performs encrypted analysis over the sensor-generated data.

Due to our carefully crafted implementation, the impact of encryption on low-power devices is minimized while the achieved performance ensures real-time encryption. At the edge computing platform level, modest numbers of servers are able to handle the load generated by millions of sensors, while achieving real-time data analysis. Therefore, \( P^2 \)-SWAN is able to ensure secure "blind" computation on sensor-generated data while ensuring real-time decision-making.
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